
INTERCONNECTS
ATPESC 2021



US DOE SYSTEM ARCHITECTURE TARGETS

System attributes 2010 2018-2019 2021-2022

System peak 2 Peta 150-200 Petaflop/sec 1 Exaflop/sec

System memory 0.3 PB 5 PB 32-64 PB

Node performance 125 GF 3 TF 30 TF 10 TF 100 TF

Node memory BW 25 GB/s 0.1TB/sec 1 TB/sec 0.4TB/sec 4 TB/sec

Node concurrency 12 O(100) O(1,000) O(1,000) O(10,000)

System size (nodes) 18,700 50,000 5,000 100,000 10,000

Total Node Interconnect 
BW

1.5 GB/s 20 GB/sec 200GB/sec

MTTI days O(1day) O(1 day)

Past 
production

Current generation 
(e.g., CORAL)

Exascale 
Goals

[From DOE Exascale report]



GENERAL TRENDS IN SYSTEM ARCHITECTURE
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SIMPLIFIED NETWORK ARCHITECTURE
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NETWORK ADAPTERS



NETWORK ADAPTER TRENDS



OFFLOADING TECHNIQUES AND CHALLENGES



MPI TAG MATCHING



TRIGGERED OPERATIONS



COUNTING                     VS. FULL EVENTS



ADDRESS TRANSLATION AND ON-DEMAND PAGING



DATATYPES



INTERCONNECT / TOPOLOGIES



NETWORK TOPOLOGIES
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FAT-TREE TOPOLOGY



DRAGONFLY TOPOLOGY



INTERCONNECT FEATURES THAT IMPROVE PERFORMANCE*



SIMPLE QUALITY OF SERVICE CLASS DEMO



CONGESTION MANAGEMENT PROVIDES PERFORMANCE ISOLATION



CONGESTION IMPACT IN REAL SYSTEMS
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