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Yesterday’s Goldilocks Zone is Constraining Progress
Highly Detailed Bigger Models
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(Standard)Transformer

(Distilled) GPT, DLRM

Text Models

ResNet-50
Visual
Models

EfficientNet YOLO,
Mask R-CNN

©2021 SambaNova Systems

GPU
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Inefficient execution model Insufficient memory



Trend of SOTA Models
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Bigger ModelsHighly detailed
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Our Mission
Shaping the next-generation ML / DL

computing system to accelerate the full
model spectrum
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How do we break out of the 
Godilocks Zone?

Fundamental advances required 
at all layers of the SW/HW stack.
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Algorithms

VLSI

Architecture

Compiler

O
ptim

ization W
ithin & Betw

een Layers

Flexibility
and

Efficiency

Models

The SambaNova Systems Advantage

High model accuracy

High compute efficiency

Application innovations
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Part 1. 

Enabling higher compute efficiency
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Architecture: Reconfigurable Dataflow Unit (RDU)

Array of reconfigurable compute, memory and communication Parallel Patterns

map filter

reduce

Key1 Key3Key2

groupBy

…
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Spatial Dataflow Within an RDU

GPU

The old way: 
kernel-by-kernel

Mul

Norm

Softmax

The Dataflow way: 
spatial

Result RDU

M M M

N

S

MM

Result

SambaFlow eliminates overhead and 
maximizes utilization
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Rapid Dataflow Compilation to RDU
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SambaFlow Produces Highly Optimized Spatial Mappings

Communication Pattern

SambaFlow Spatial Compilation

Dataflow Graph
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Uncompromised Programmability and Efficiency
Breaking out of the programmability vs. efficiency tradeoff curve
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Reprogramming Time (seconds) 
∞ 100 10-3 10-6

(Not reprogrammable)

RDU

Dataflow-based

ASIC

Fixed-function

FPGA

Fine-reconfigurable
CPU

Instruction-based

GPU

Instruction-based
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Achieve low time-to-accuracy

Algorithms

VLSI

Architecture

Compiler

O
ptim

ization W
ithin & Betw

een Layers

Flexibility
and

Efficiency

Models

The SambaNova Systems Advantage

High model accuracy
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Part 2. High model accuracy:

+ Pure 16-bit FPU training
+ Asynchronous pipeline parallelization
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Low Precision (< 32-bit) Training

16

Higher system efficiency, minimal impact on acc. for specific models
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Efficiency of Low Precision Floating-point-units (16 vs. 32-bit)

17

1. Horowitz. ISSCC 2014
2. Galal et. al. ISCA 2013

1, 2

1.5X lower chip area

3X higher energy efficiency

1.5X higher throughput
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Mixed Precision for Generic DL Training (16 + 32 bits FPU)

18

Illusion: 
16-bit FPU alone is not enough to maximize model acc.
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Can we support only 16-bit FPU on accelerators

&

achieve model acc. matching 32-bit training?
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Pure 16-bit (BFloat16) FPU Training

20

Multiply-Accumulation UnitsData Flows

16-bit
Activation

16-bit
Gradient

16-bit 
Weight

Forward

32 bit

Weight update

Accumulator

Multiplier

16 bit 16 bit

Nearest rounding

32 bit

16 bit

Primary source of numerical error
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The Accuracy Challenge

21

0 5K 10K 15K
Iterations

60

80

A
cc

ur
ac

y
32-bit

Standard 16-bit

BERT MNLI

Standard 16-bit FPU training degrades model accuracy

16% acc. gap
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The Devil: Nearest Rounding(NR) for Model Weight Updates

22

Model weights halt when
updates becomes small

Update

Rounding

Nearest Rounding

MinibatchModel weight
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The Devil: Nearest Rounding (NR) for Model Weight Updates

23

Inaccurate weight update fundamentally degrades convergence

Theory sketch for least-squares regression

Optimal solution

Machine precision

j-th dim of the optimal solution
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Stochastic Rounding to the Rescue

24

Intuition
The expectation of unbiased estimates is as accurate as weights w/o rounding 

Lower probability

Higher probability
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Kahan Summation as Alternative Enhancement

25

Auxiliary 16-bit values to track and correct weight update errors from NR 

Weight + Update = New weight

Rounded new weight Error

Nearest rounding

Error = Rounded new weight Weight Weight-( ) - Update

Error-( )
Large weight Small update

Next iteration

Auxiliary 16-bit value
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Experiment:

26

Pure 16-bit training can match 32-bit training in model acc.



Summary

27

Accelerators with only 16-bit compute units can match acc. of 32-bit training

With support for 

Stochastic rounding

&
Weight + Update = New weightError( )+

Kahan summation

In submission ‘20
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Model (Pipeline) Parallelism

28

Stage 0

Stage 1

Stage 2

Stage 3

Stage 0

Stage 1

Stage 2

Stage 3

Microbatches

Synchronization barrier

Compute unit 0

Compute unit 1

Compute unit 2

Compute unit 3

1. Huang et. Neurips 2019
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Model (Pipeline) Parallelism: Are we there yet?

29

Conventional processor pipeline

How much utilization do we really need to sacrifice? 

# of pipeline stages

Throughput

Model training pipeline with synchronization barrier

Utilization

# of pipeline stages
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Async. Pipeline Parallelism Steady State

30

M6 M5 M4

M3M2M1

Stage1 Stage2 Stage3

W1,0 W2,1 W3,2

Wi,j Stage i weight after j-th update Mi i-th minibatch

Goal: No hardware sacrifices!
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Async. Pipeline Parallelism Steady State

31

M11 M10 M9

M8M7M6

Stage1 Stage2 Stage3

W1,5 W2,6 W3,7

Wi,j Stage i weight after j-th update Mi i-th minibatch

Panic: Introduces different asynchrony (delays) at different stages.

M6 uses W1,0 for forward and W1,5 for backward: delay =  5 
M6 uses W3,4 for forward and W3,5 for backward: delay =  1 
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Houston, we have a problem.

32

0.00

10.00

20.00

30.00

40.00

50.00

60.00

70.00

80.00

90.00

100.00

1 51 101 151

Te
st

 A
cc

ur
ac

y

Epoch

sync naïve async

ResNet 50: Cifar 10

Chris De Sa

Key Insight: Scale your 
learning rate 
proportional to the 
delay.
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Maximize efficiency with no accuracy compromise
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The SambaNova Systems Advantage

Application innovations
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Part 3. Model Innovations:

Powered by our architecture and algorithm
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Computer Vison
Evolution of high-resolution Deep Learning

36

Low-resolution
(e.g. cats)

4k images
(e.g. Autonomous driving)

50k x 50k
(e.g. astronomy, 
medical imaging, virus, …
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No Compromise High-Res Segmentation

37

conv

conv

conv

conv

Tiled input

Tiled input Full output

Tiled output

Classic:
chop image 
into sub-
images

SambaNova:
Full image 
processing

Loses 
information 
in output!

Training w/o information loss from full-image processing

83.1%
SOTA IOU

89.6%
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High-Res Pathology with Slide-level Label (TCGA)

38

Tissue slides 
(60k x 40k)

Train with Patch label = slide label

Voting at slide level

Noisy patches limits model accuracy
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High-Res Pathology with Slide-level label (TCGA)

39

1x

9x

36x

OOM
OOM

MSI MSS

16X larger patches à 6 Pt higher AUC
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Recommender Models
The backbone of many internet services

40

Entertainment Social Media E-Commerce Consumer Services
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Recommender systems

41

Key common component: Sparse embedding feature
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Recommender systems

42

79.1

79.2

79.3

79.4

4 8 16 32 64 128 256 512

Tr
ai

n 
Ac

cu
ra

cy

Embedding Dimensionality

0.26GB

0.55GB

1.1GB

2.2GB

4.3GB
8.6GB

17GB 34GB

1.5GB

3GB

6GB

12GB

24GB
48GB

96GB 192GB
Kaggle Criteo TB

More embedding features, more accuracy
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State-of-the-art accuracy on DLRM

0.78

0.785

0.79

0.795

0.8

0.805

0 10 20 30 40 50 60 70 80 90 100

Va
lid

at
io

n 
AU

C
% epoch

World Record DLRM Training Accuracy

1 RDU (batch size 3k, emb dim 1024)

8 GPUs (batch size 32k, emb dim 128)

MLPerf threshold33%
Faster Step-to-accuracy
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80.46%
SOTA 

Accuracy
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Bigger isn’t always better…but it is sometimes.

44

RDU CPU

Th
ro
ug
hp
ut

Embed Dim 256

3GB
327 GB

RDU CPU

Th
ro
ug
hp
ut

Embed Dim 512

16 GB
655 GB

RDU CPU

Th
ro
ug
hp
ut

Embed Dim 128

4GB

163GB

Training Performance r5d.metal (CPU, FP32)

SambaNova scales to training massive recommender models

8GB
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Natural Language Processing

…

Distilled tiny Bert model

+ Siri, what is the whether in SF?

Short sequence input

Breakthrough efficiency in NLP model online deployment
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Breakthrough Efficiency in NLP Model Online Deployment

Table 1

TinyBer
t

256 128 64 32

Seq 
length

256 128 64 32

Embed 
dim

384 384 384 384

FFN 
dim

1216 1216 1216 1216

# 
Encode
r

4 4 4 4

# Head 12 12 12 12
Vocab 30522 30522 30522 30522

Inferen
ce 
latency 
GPU 
(secon
ds)

5.6738232495.6636045445.6699403015.605255488

Pef 
Report
ed 
Latenc
y: (avg, 
second
s)

1.691861152648920.9687566757202140.6493163108825680.505688190460205

CH 
speedu
p 
(measu
re-
perfor
mance)

3.353598633148235.84626117780248.7321698315159611.0844104998752

TinyBer
t

Inference Latency on TinyBERT (Lower is better)

Se
qu

en
ce

 L
en

gt
h

256

128

64

32

Latency (batch size 1)

SN RDU

NVIDIA V100

SN RDU

NVIDIA V100

SN RDU

NVIDIA V100

SN RDU

NVIDIA V100

3.4X

5.8X

8.7X

11.1X

1

Enable up to 11X speedup for online training and inference
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Pretraining and Finetuning

LM Deploy Application
Specialize

Pretraining

Finetuning
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Domain Adaptation

48

BERT

Legal Medical Finance
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Scaling Laws for Neural Language Models

Application accuracy 
improves as the size of 

the language model 
increases
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Pretraining and Finetuning

LM Deploy Application
Specialize

Pretraining

Finetuning
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GPT Family

0.3 
Billion

1.2 
Billion

13 
Billion

175 Billion

BERT GPT2-XL GPT3-13b GPT3

Currently training

Will start training next month
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sambanova.ai SambaNovaAIsambanova-systems @SambaNovaAI
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