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## The PATH Not Taken

Two problem formulations diverged
The grassy fork wanting wear
Preventing a cycle back
Scheme less traveled

"The Road Not Taken", Robert Frost, 1920

Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;
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Then took the other, as just as fair, And having perhaps the better claim,

Because it was grassy and wanted wear; Though as for that the passing there

Had worn them really about the same,
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- PATH can detect cycles, but we must prevent them

And both that morning equally lay
In leaves no step had trodden black.
Oh, I kept the first for another day!
Yet knowing how way leads on to way,
I doubted if I should ever come back.
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- Finite precision destroys the high-probability argument
- Opens the door for cycling in the randomized problems
- Numerical results for sparse instances
- Problem data and random variable truncated to eight digits
- In high precision arithmetic
- Methods are nondegenerate
- Lemke and PATH solve the problem either randomization
- In eight digit arithmetic
- Degeneracy observed with both randomizations
- Even using the first randomization tried
- Lemke and PATH still solve them though

I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and I -
I took the one less traveled by,
And that has made all the difference.
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- Need full lexicographic ordering to prevent cycles
- Construct efficient and stable implementation
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- Concluding message
- Bad formulations can lead to insights
- Good formulations can lead to better insights
- PATH requires rigorous degeneracy resolution


## ICCOPT 2013
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Actively seeking session organizers for
all topic in complementarity and variational inequalities

> Contact Francisco Facchinei or Todd Munson
> http://eventos.fct.unl.pt/iccopt2013
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