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One of the particle physics
experiments at the

Large Hadron Collider (LHC)
in Geneva




~ What isATLAS?
" Physics experiment that
creates and observes
articles produced at

high energy
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The Accelerator:

LHC - B CERN
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The Accelerator:

Particles are accelerated
at high energy, and are
coIIidd in the detector

CMS
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s The ATLAS Detector: ™
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The ATLAS Detector
7 Detects different partlcles
. produced by collision
. with a broad range of

energles




| The ATLAS Detector:




| The ATLAS Detector:

Detects patricle
energy, momentum,
other propertles
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Collision:

In the detector
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Results:

| “CERN experiments observe particle
consistent with long-sought
Higgs boson”
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Computing:

More than 200,000 processing cores

and |50 petabytes of disk space,
distributed across 34 countries




Computing:
Tier-0: CERN, primary data storage
Tier-1:analysis, reconstruction, storage

Tier-2: analysis, production, reconstruction
Tier-3: Local researcher analysis

'



Cloud:Tier-3 and CernVYM

Tier-3 analysis uses the CernVM
to ease use and installation of
software used in the experiment.

Deployed on cloud sites, and local PCs:

\‘? VirtualBox vmware

xxen KVM Hyper-V Server

Software Apoliance

[j CernVM



Cloud:Tier-3 and CernVYM

Users have access to much more
powerful machines for analysis

than they would on their laptop,
with minimal extra sysadmin
burden

@ CernVM

.




Cloud:Tier-2

“Hefty infrastructure” requiring
significant effort and expertise.

How can smaller resources
(~100 cores) participate!?



Cloud:Tier-2
Set up a virtual Tier-2
site that includes many
cloud resources.




Why?

Scale up when there is
a higher demand for

simulation production.

Production is requested
by researchers.



How?
ATLAS jobs are submitted
to a Condor queue, and

Cloud Scheduler starts
CernVM instances in response.



How?
Researcher creates a
Simulation job
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How?
Submits it to a queue
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How?
Cloud Scheduler starts aVM
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How?
...which runs the simulation.




How?
The result goes to researcher




How?
The VM is shut down




How?
The VM is shut down




In Practice:
(8 core VMs)

Cloud Scheduler Running VMs by Cloud
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Wed 18:00 Thu 00:00 Thu 06:00 Thu 12:00 Thu 18:00

Running on Calliopex B Running on Elephant O Running on FGFoxtrot O Running on FGHotel
B Running on FGSierra [l Running on Hermes [0 Running on NRC B Running on vmcgs29
B Cloud Scheduler Heartbeat




In Practice:
(jobs)

Condor Jobs
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In Practice:

A virtual resource made
of a variety of resources
can be as effective as a
single site



More Details:

Randall Sobie (

heprc.phys.uvic.ca
cloudscheduler.org
atlas.ch
wlcg.web.cern.ch



