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WHY CROSS-CORRELATIONS?

• Each tracer has its own systematics, but they’re probably not 
correlated with one another.

•Density of the forest allows us to make a BAO measurement 
with quasars, easier than doing quasar autocorrelation.

• Techniques should be easily applicable to (your favorite density 
field) x (your favorite point source)!
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OVERVIEW

• Introduction to BAO

•Data sources

• A new estimator

• Covariance matrix

• Anisotropic fitting

• Systematic uncertainty
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WHAT IS BAO?

Imagine a spherically symmetric overdensity

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

Plasma and photons are strongly coupled

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

Plasma and photons expand at               .cs ⇡ 0.57c

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

After recombination, the photons are free to go

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

And the baryons stop

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

Gravity causes DM and gas to trace each other

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT IS BAO?

At late times, both distributions have a peak at ~150 Mpc

Taken from D. Eisenstein, https://www.cfa.harvard.edu/~deisenst/acousticpeak/acoustic_physics.html
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WHAT WE DO WITH BAO

• Position of the BAO peak is 
determined by simple 
physics – “standard ruler”

•Measurement constrains      
and           .

• Feature is sharp – a relatively 
easy measurement.

N.G. Busca et al.: BAO in the Lyα forest of BOSS quasars

Table 2. Measurements of H(z)/(1 + z). The first seven mea-
surements use rs = 152.75 h−1Mpc as the standard of length.
The measurements of Blake et al. (2011b) use supernova data
and therefore measure H(z) relative to H0. We quote the results
they obtain without assuming a flat universe.

z H(z)/(1 + z) method reference
km s−1Mpc−1

2.3 66.5 ± 7.4 BAO this work
2.3 67.8 ± 2.4 BAO +WMAP7 this work
0.35 60.8 ± 3.6 BAO Chuang & Wang (2012)
0.35 62.5 ± 5.2 BAO Xu et al. (2012)
0.57 58.8 ± 2.9 BAO + AP Reid et al. (2012)
0.44 57.4 ± 5.4 BAO + AP Blake et al. (2012)
0.60 54.9 ± 3.8
0.73 56.2 ± 4.0

0.2 H0 × (1.11 ± 0.17) AP + SN Blake et al. (2011b)
0.4 H0 × (0.83 ± 0.13)
0.6 H0 × (0.81 ± 0.08)
0.8 H0 × (0.83 ± 0.10)

0 73.8 ± 2.5 Riess et al. (2011)

position to derive DV (z)/rs = ((1 + z)2D2
AczH

−1/rs. They then
studied the Alcock-Paczynski effect on the broadband galaxy
correlation function to determine DA(z)H(z). Combining the two
measurements yielded H(z)rs.

To demonstrate deceleration in the redshift range 0.5 < z <
2.3, we fit the BAO-based values of H(z) in table 2 to theΛCDM
form H(z) = H0(ΩΛ + ΩM(1 + z)3 + (1 − ΩΛ − ΩM)(1 + z)2)1/2.
Marginalizing overΩΛ and H0 we find

[H(z)/(1 + z)]z=2.3

[H(z)/(1 + z)]z=0.5
= 1.17 ± 0.05 , (29)

clearly indicating deceleration between z = 2.3 and z = 0.5.
This measurement is in good agreement with the fiducial value
of 1.146. We emphasize that this result is independent of rs.

To map the expansion rate for 0 < z < 2.3, we must adopt the
fiducial value of rs and compare the resulting H(z) with H0 and
with other BAO-free measurements. Besides the H0 measure-
ment of Riess et al. (2011), we use the WiggleZ analysis com-
bining their Alcock-Paczynski data with distant supernova data
from the Union-2 compilation (Amanullah et al., 2010). The su-
pernova analysis does not use the poorly known mean SNIa lu-
minosity, so the SNIa Hubble diagram gives the luminosity dis-
tance in units of H−1

0 , DL(z)H0. Combining this result with the
Alcock-Paczynski measurement of DA(z)H(z) yields H(z)/H0.
The values are given in table 2.

We fit all the data in table 2 to theΛCDM form of H(z). This
yields an estimate of the redshift of minimum H(z)/(1 + z)

zd−a = 0.82 ± 0.08 (30)

which compares well with the fiducial value: zd−a =
(2ΩΛ/ΩM)1/3 − 1 = 0.755

6. Conclusions
In this paper, we have presented the first observation of the BAO
peak using the Lyα forest. It represents both the first BAO de-
tection deep in the matter dominated epoch and the first to use a
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Fig. 20. Constraints on (DA/rs, rsH)z=2.3 within the frame-
work of OwOwaCDM models. The green contours are our 1σ
and 2σ constraints using method 2 and broadband (24). The
gray contours are the 1σ and 2σ constraints from WMAP7
(Komatsu et al., 2011). The red contours show the combined
constraints.
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Fig. 21. Measurements of H(z)/(1 + z) vs z demonstrating
the acceleration of the expansion for z < 0.8 and deceleration
for z > 0.8. The BAO-based measurements are our point at
z = 2.3 (red square), the SDSS DR7 BAO measurement at z =
0.35 [Xu et al. (2012); filled black square] and [Chuang & Wang
(2012); open black square], the BOSS BAO-Alcock-Paczynski
measurement at z = 0.57 [Reid et al. (2012), cyan square], and
the WiggleZ BAO-Alcock-Paczynski measurement [Blake et al.
(2012), green square]. The green circles are from WiggleZ
(Blake et al., 2011b) Alcock-Paczynski data combined with su-
pernova data yielding H(z)/H0 (without the flatness assumption)
plotted here assuming H0 = 70km s−1Mpc−1. The blue circle
is the H0 measurement of Riess et al. (2011). The line is the
ΛCDM prediction for (h,ΩM,ΩΛ) = (0.7, 0.27, 0, 73).

tracer of mass that is not galactic. The results are consistent with
concordance ΛCDM, and require, by themselves, the existence
of dark energy. Combined with CMB constraints, we deduce the
expansion rate at z = 2.3 and demonstrate directly the sequence
of deceleration and acceleration expected in dark-energy domi-
nated cosmologies.
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From Busca et al., 1211.2616
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BOSS DR10

• 102,684 quasars from DR10 
(Paris et al.), 3,187 z<2.15 
quasars from DR7 (Schneider et 
al.)

• 29,039,754 Lyα pixels 
(1080-1185Å)

• Simple measure of information 
density:
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10 Lee et al.

Fig. 8.— Spectra (black) of randomly-selected quasars from our
sample, and their corresponding MF-PCA continua (red). The
two lower panels illustrate objects with inferior continuum fits
(CONT FLAG = 2): in panel (d), a case where strong absorbers have
stymied our efforts at absorption masking and biased the contin-
uum fit; in panel (d), a weak emission-line quasar that is not rep-
resented in our quasar templates. These unsatisfactory continua
comprise only 1.7% of the total sample.

and flatter spectral regions over a broad range of quasar
spectral morphologies. Residual absorption features in
the normalized spectrum are then each fit with a Gaus-
sian to produce estimates of the equivalent width, W ,
and associated errors σW . Absorption lines detected with
W/σW ≥ 3 have their pixel inverse variances set to zero
and ignored in the subsequent steps37.
We obtain the initial PCA continuum, CPCA, by per-

forming an inverse variance-weighted least-squares fit to
the 1216 Å < λrest < 1600 Å region redwards of the
quasar Lyα emission line, using quasar templates with 8
principal components. Two different PCA quasar tem-
plates were employed: 1) Suzuki et al. (2005) who used
z < 1 quasars observed by the Hubble Space Tele-
scope, in which the λrest < 1216 Å continuum can be
clearly defined due to the lower absorber density; and
2) Pâris et al. (2011) who selected a sample of z ∼ 3
quasars with high-SNR from SDSS DR7 and carried out
spline-fitting on the Lyα forest continuum to estimate

37 This absorber masking step was not done in Lee et al. (2012)
— they instead used a iterative clipping method that was less ef-
fective in discarding intervening absorbers

the intrinsic quasar spectrum in that region. Both tem-
plates are used to fit each BOSS quasar; the better-
fitted template is then chosen based on the reduced chi-
squared of the fit — this is denoted by either ‘SUZUKI05’
or ‘PARIS11’ in the CONT_TEMPLATE field of our cat-
alog (Table 3). We find that for the DR9 sample,
about 85% of the quasars were better represented by the
Suzuki et al. (2005) templates while 15% were better-fit
with the Pâris et al. (2011) templates; in contrast, the
corresponding percentages in DR7 (c.f. Lee et al. 2012)
were 30% and 70%, respectively. We suspect that this
is because fainter quasars are targeted in DR9 than in
DR7; these faint quasars better matched by the lower-
luminosity quasars that comprise the Suzuki et al. (2005)
templates.
However, not all the BOSS quasars are well-described

by either of the quasar templates described above, in
which case we cannot obtain a well-fitted PCA contin-
uum. There are also cases in which strong absorption
systems lying on top the quasar emission lines (most no-
tably Lyα) were not identified by the absorption-masking
procedure, which biases the continuum fit. Initially, we
attempted to use the reduced chi-squared statistic, χ2/ν,
to quantify the fit quality, where ν = Npix − 11 − 1 is
the number of degrees of freedom in our 11-parameter
PCA model and Npix is the number of pixels evaluated
in the range 1216 Å < λrest < 1600 Å. We found that
while most objects with χ2/ν > 2 were indeed badly-
fitted, many unsatisfactory fits had χ2/ν ∼ 1, mostly in
situations where absorption features were fitted by the
principal components, giving unphysical continua. We
have therefore visually inspected all the fitted continua
in the restframe region redwards of 1216 Å, and flagged
objects that were not well-fit by our PCA templates. We
have listed both the reduced chi-squared and visual con-
tinuum flags in the CHISQ_CONT and CONT_FLAG fields,
respectively, of the BOSSLyaDR9_cat catalog.
Our convention for the visual inspection continuum

flags is as follows:

CONT FLAG=1: The fitted PCA continuum appears to de-
scribe the intrinsic quasar continuum well. We al-
low unphysical features in the continua (e.g. the
‘absorption feature’ near λrest = 1216 Å in panel
(a) of Figure 8), if they do not impact the overall
fit. Comprises 98.3% of all spectra in our sample.

CONT FLAG=2: The fitted PCA continuum is badly fit
and does not resemble the intrinsic quasar spec-
trum. These cases tend to be caused by either very
strong absorbers that have eluded our masking pro-
cess, or quasars with continuum shapes that are not
captured by our templates (see panels (d) and (e)
in Figure 8). These comprise 1.7% of all spectra in
our sample.

Because we apply the mean-flux regulation step (next
section), even the worst continua with CONT_FLAG=2
should yield rms continuum errors well under ∼ 10%. We
therefore do not recommend that users discard spectra
based on these flags, but use them as a possible system-
atic check.

4.4.2. Mean-flux Regulation

FROM SPECTRA TO FOREST

• Identify absorption features 
in quasar spectra.

• To map out absorption, 
need to predict unabsorbed 
spectrum.

•We use PCA fits from Lee 
et al.

From Lee et al., 1211.5146
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CORRECTING THE FOREST (1)

• Stack pixels at observed wavelength: foreground effect

• In addition to cross-correlating KG’s original version of the 
forest, generate a second data set with 
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CORRECTING THE FOREST (2)

• Stack spectra at emitted wavelengths, bin by quasar 
magnitude – luminosity dependent fitting errors

• Third corrected data set: fix this, set 
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DD-DR ESTIMATOR
•Naive estimator:

•New Term:

• Improved Estimator

⇠DD =
X

QSOs

P
wi�F ,iP
wi

⇠DR =
X

RandomQSOs

P
wi�F ,iP
wi

⇠DD�DR = ⇠DD � ⇠DR
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GENERATING “RANDOM” 
QUASARS

• Goal is to mimic density of 
quasar survey (not uniform)

•Our method: reassign 
observed redshifts and 
observed angular 
coordinates

• Result is small, probably non-
zero
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COVARIANCE MATRIX

•One approach: Bootstrap, 
regions are 72 discs of 
radius 10° (~600 Mpc/h at 
z=2)

• For each bootstrap 
realization, draw until          
in range r=28-40 Mpc/h 
matches the DD cross-
correlation
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COVARIANCE MATRIX

• Alternative approach: use different realizations of the DR 
correlator.

• Pros: Can generate many different sets of random QSOs, 
compute correlator reliably to large distances (e.g. 200 Mpc/h)

• Cons: Covariance matrix will be missing contribution from 
QSO autocorrelation
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COVARIANCE MATRIX
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MONOPOLE AND 
QUADRUPOLE
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ANISOTROPIC FITTING
• Basic ansatz for cross-correlations:

• Basic approach from Xu et al. ’12: Linear theory + 
Kaiser effect + non-linear broadening

•Deviations from Planck cosmology parametrized by

• Account for systematics using polynomials
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α-ɛ FITTING: FOUR FORESTS

No Corrections h�F i (z) = 0

Mean Transmission 
Correction

Luminosity dependent 
corrections, and
h�F i (z) = 0
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AVERAGED LIKELIHOOD 
SURFACE

• How do we interpret these 
likelihood surfaces?

•Our guess: systematic 
uncertainty associated with 
continuum fitting.

• Average together likelihood 
surfaces to get a result that 
incorporates this uncertainty. 
Sys ~ 0.5 x Stat
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